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a b s t r a c t

For a set W of vertices and a vertex v in a connected graph G, the k-vector rW (v) =

(d(v, w1), . . . , d(v, wk)) is the metric representation of v with respect to W , where W =

{w1, . . . , wk} and d(x, y) is the distance between the vertices x and y. The set W is a
resolving set for G if distinct vertices of G have distinct metric representations with respect
toW . The minimum cardinality of a resolving set for G is itsmetric dimension. In this paper,
we study the metric dimension of the lexicographic product of graphs G and H , denoted
by G[H]. First, we introduce a new parameter, the adjacency dimension, of a graph. Then we
obtain themetric dimension ofG[H] in terms of the order ofG and the adjacency dimension
of H .

© 2012 Published by Elsevier B.V.

1. Introduction

In this section, we present some definitions and known results that are necessary to prove our main theorems.
Throughout this paper, G is a finite simple graph with vertex set V (G) and edge set E(G). We use G for the complement
of G. The distance between two vertices u and v, denoted by dG(u, v), is the length of a shortest path joining u and v in
G. Also, NG(v) is the set of all neighbors of vertex v in G. We write these simply as d(u, v) and N(v) when no confusion
can arise. The adjacency and non-adjacency relations are denoted by ∼ and ≁, respectively. We use Pn and Cn to denote
the isomorphism classes of n-vertex paths and cycles, respectively. We use ⟨v1, . . . , vn⟩ and [v1, . . . , vn] to denote specific
n-vertex paths and cycles with vertices v1, . . . , vn in order. We also use notation 1 for the vector (1, . . . , 1) and 2 for the
vector (2, . . . , 2).

ForW = {w1, . . . , wk} ⊆ V (G) and a vertex v of G, the k-vector

rW (v) = (d(v, w1), . . . , d(v, wk))

is the metric representation of v with respect to W . The set W is a resolving set for G if the vertices of G have distinct metric
representations. In this case, we say thatW resolves G. Elements in a resolving set are landmarks. A resolving setW for Gwith
minimum cardinality is ametric basis of G, and its cardinality is themetric dimension of G, denoted by µ(G). The concepts of
resolving sets andmetric dimension of a graphwere introduced independently by Slater [15] and by Harary andMelter [11].
For more results related to these concepts see [2,3,7,9,17].

We say that a set W resolves a set T of vertices in G if the metric representations of vertices in T with respect to W are
distinct. When W = {x}, we say that the vertex x resolves T . To determine whether a given set W is a resolving set for G, it
is sufficient to look at the metric representations of vertices in V (G)\W , becausew ∈ W is the unique vertex of G for which
d(w, w) = 0.

Two distinct vertices u and v are twins if N(v) \ {u} = N(u) \ {v}. We write u ≡ v if and only if u = v or u and v are
twins. In [12], it is proved that ‘‘≡’’ is an equivalence relation. The equivalence class of vertex v is denoted by v∗. Hernando
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et al. [12] proved that v∗ is a clique or an independent set in G. As in [12], we say that v∗ is of type 1, K , or N if v∗ is a class of
size 1, a clique of size at least 2, or an independent set of size at least 2, respectively. We denote the number of equivalence
classes of G with respect to ‘‘≡’’ by ι(G). We denote by ιK (G) and ιN(G) the number of classes of type K and type N in G,
respectively. We also use a(G) and b(G) for the number of vertices in G belonging to classes of type K or type N , respectively.
Clearly, ι(G) = n(G) − a(G) − b(G) + ιN(G) + ιK (G).

Observation 1.1 ([12]). If u and v are twins in a graph G, andW resolves G, then u or v is inW. Moreover, if u ∈ W and v ∉ W,
then (W \ {u}) ∪ {v} also resolves G.

Theorem 1.2 ([8]). If G is a connected graph of order n, then

(i) µ(G) = 1 if and only if G = Pn and
(ii) µ(G) = n − 1 if and only if G = Kn.

Let G and H be two graphs with disjoint vertex sets. The join of G and H , denoted by G ∨ H , is the graph with vertex set
V (G) ∪ V (H) and edge set E(G) ∪ E(H) ∪ {uv: u ∈ V (G), v ∈ V (H)}.

Theorem 1.3 ([4,5]).

(i) If n ∉ {3, 6}, then µ(Cn ∨ K1) = ⌊
2n+2

5 ⌋,
(ii) If n ∉ {1, 2, 3, 6}, then µ(Pn ∨ K1) = ⌊

2n+2
5 ⌋.

The Cartesian product of graphsG andH , denoted byG�H , is the graphwith vertex set V (G)×V (H) = {(v, u): v ∈ V (G), u ∈

V (H)}, where two vertices (v, u) and (v′, u′) are adjacent if u = u′ and vv′
∈ E(G), or v = v′ and uu′

∈ E(H). The metric
dimension of the Cartesian product of graphs is studied by Caceres et al. in [6]. They obtained the metric dimension of G�H
when G,H ∈ {Pn, Cn, Kn}.

The lexicographic product of graphs G and H , denoted by G[H], is the graph with vertex set V (G) × V (H), where two
vertices (v, u) and (v′, u′) are adjacent if vv′

∈ E(G), or v = v′ and uu′
∈ E(H). When the order of G is at least 2, it is easy

to see that G[H] is connected if and only if G is connected. For more information about the lexicographic product of graphs,
see [13].

This paper studies the metric dimension of the lexicographic product of graphs. The main goal of Section 2 is introducing
a new parameter called the ‘‘adjacency dimension’’. In Section 3, we determine the metric dimension of some lexicographic
products of the form G[H] in terms of the order of G and the adjacency dimension of H . In Corollaries 3.12 and 3.13, we use
Theorems 3.3, 3.5, 3.7 and 3.9 to obtain the exact value of the metric dimension of G[H], where G = Cn for n ≥ 5 or G = Pn
for n ≥ 4, and H ∈ {Pm, Cm, Pm, Cm, Km1,...,mt , Km1,...,mt }.

2. Adjacency resolving sets

Khuller et al. [14] considered the application of the metric dimension of a connected graph in robot navigation. In that
sense, a robot moves from node to node of a graph. If the robot knows its distances to a sufficiently large set of landmarks,
then its position on the graph is uniquely determined. This suggests the problem of finding the minimum number of
landmarks needed, andwhere they should be located, so that the distances to the landmarks uniquely determine the robot’s
position on the graph. The solutions of these problems are themetric dimension and ametric basis of the graph, respectively.

Now let there exist a large number of landmarks, but suppose that the cost of computing distance is too much for the
robot. In this case,wewant the robot to be able to determine its position only from landmarks adjacent to it. Now theproblem
is that of finding the minimum number of landmarks needed, and where they should be located, so that adjacency and
non-adjacency to the landmarks uniquely determine the robot’s position on the graph. This problemmotivates introducing
adjacency resolving sets in graphs.

Definition 2.1. Let G be a graph, and letW = {w1, . . . , wk} ⊆ V (G). For each vertex v ∈ V (G), the adjacency representation
of v with respect toW is the k-vector

r̂W (v) = (aG(v, w1), . . . , aG(v, wk)),

where

aG(v, wi) =

0 if v = wi,
1 if v ∼ wi,
2 if v � wi.

The set W is an adjacency resolving set for G if the vectors r̂W (v) for v ∈ V (G) are distinct. The minimum cardinality of an
adjacency resolving set is the adjacency dimension of G, denoted by µ̂(G). An adjacency resolving set of cardinality µ̂(G) is
an adjacency basis of G.
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Babai [1] studied the idea of adjacency resolving sets for strongly regular graphs, in the context of the graph isomorphism
problem, but he called them distinguishing sets. Also, Slater et al. [10,16] introduced some other related parameters.

By the definition, if G is a connected graph with diameter 2, then µ̂(G) = µ(G). The converse is false; it can be seen that
µ̂(C6) = 2 = µ(C6) while diam(C6) = 3.

In the following, we obtain some useful results on the adjacency dimension of graphs.

Proposition 2.2. If a graph G is connected, then µ̂(G) ≥ µ(G).

Proof. Let W be an adjacency basis of G. For distinct vertices u, v ∈ V (G), there exists a vertex w ∈ W such that
aG(u, w) ≠ aG(v, w). Therefore dG(u, w) ≠ dG(v, w), and hence W is a resolving set for G. Thus every adjacency resolving
set for G is a resolving set and µ(G) ≤ µ̂(G). �

The next proposition follows from the fact that there exists a bijection between adjacency representations in G and G, by
interchanging the values 1 and 2.

Proposition 2.3. For every graph G, µ̂(G) = µ̂(G).

Let G be a graph of order n. It is easy to see that 1 ≤ µ̂(G) ≤ n − 1. In the following proposition, we characterize all graphs
Gwith µ̂(G) = 1 and all graphs G of order nwith µ̂(G) = n − 1.

Proposition 2.4. If G is a graph of order n, then

(i) µ̂(G) = 1 if and only if G ∈ {P1, P2, P3, P2, P3}.
(ii) µ̂(G) = n − 1 if and only if G = Kn or G = K n.

Proof. (i) It is easy to see that µ̂(G) = 1 for G ∈ {P1, P2, P3, P2, P3}. Conversely, let G be a graph with µ̂(G) = 1. If G is
connected, then by Proposition 2.2, µ(G) ≤ µ̂(G) = 1. Thus by Theorem 1.2, G = Pn. If n ≥ 4, then each vertex of Pn has at
least two neighbors or two non-neighbors in Pn; consequently 1-subsets of V (Pn) are not adjacency resolving sets for Pn, and
hence µ̂(Pn) ≥ 2. Therefore n ≤ 3. If G is disconnected and µ̂(G) = 1, then G is connected and by Proposition 2.3, µ̂(G) = 1.
Thus G = Pn, n ∈ {2, 3}. Consequently G = P2 or G = P3.

(ii) By Proposition 2.2, we have n− 1 = µ(Kn) ≤ µ̂(Kn). On the other hand, µ̂(G) ≤ n− 1. Therefore µ̂(Kn) = n− 1 and
by Proposition 2.3, µ̂(K n) = µ̂(Kn) = n−1. Conversely, let G be connectedwith µ̂(G) = n−1. Suppose on the contrary that
G ≠ Kn. Thus P3 is an induced subgraph of G. Let P3 = (x1, x2, x3). Therefore aG(x2, x1) = 1 and aG(x3, x1) = 2. Consequently
V (G) \ {x2, x3} is an adjacency resolving set for G of cardinality n− 2. That is, µ̂(G) ≤ n− 2, which is a contradiction. Hence
G = Kn. If G is disconnected with µ̂(G) = n−1, then G is connected and by Proposition 2.3, µ̂(G) = n−1. Thus G = Kn. �

Lemma 2.5. If u is a vertex of degree n(G) − 1 in a connected graph G, then G has a metric basis that does not include u.

Proof. Let B be a metric basis of G that contains u. Thus rB\{u}(u) = 1. Since B is a metric basis of G, there exist two
vertices v, w ∈ V (G) \ (B \ {u}) such that rB\{u}(v) = rB\{u}(w) and dG(u, v) ≠ dG(u, w). If u ∉ {v, w}, then d(u, v) =

d(u, w) = 1, which is a contradiction. Hence u ∈ {v, w}, say u = v. Therefore rB\{u}(w) = rB\{u}(u) = 1 and for each
x, y ∈ V (G) \ {u, w}, rB\{u}(x) ≠ rB\{u}(y). Note that rB(w) = 1, because u ∼ w. Since B is a metric basis of G, w is the
unique vertex of Gwhose metric representation with respect to B is 1. It implies that w is the unique vertex of V (G) \ Bwith
rB\{u}(w) = 1. Therefore the set (B \ {u}) ∪ {w} is a metric basis of G that does not contain u. �

Proposition 2.6. For every graph G, µ(G ∨ K1) − 1 ≤ µ̂(G) ≤ µ(G ∨ K1). Moreover, µ̂(G) = µ(G ∨ K1) if and only if G has
an adjacency basis with respect to which no vertex has adjacency representation 1.

Proof. Let V (G) = {v1, . . . , vn} and V (K1) = {u}. Note that dG∨K1(vi, vj) = aG(vi, vj) for 1 ≤ i, j ≤ n. By Lemma 2.5, G ∨ K1
has a metric basis B = {b1, . . . , bk} such that u ∉ B. Therefore

rB(vi) = (dG∨K1(vi, b1), . . . , dG∨K1(vi, bk)) = r̂B(vi)

for each vi. Thus B is an adjacency resolving set for G, and µ̂(G) ≤ µ(G ∨ K1).
Now letW be an adjacency basis of G. Since dG∨K1(vi, w) = aG(vi, w) for 1 ≤ i ≤ n andw ∈ W , we have rW (vi) = r̂W (vi)

for every i. Hence W resolves V (G ∨ K1) \ {u}, and µ(G ∨ K1) − 1 ≤ µ̂(G). On the other hand, rW (u) = 1. Therefore W is a
resolving set for G ∨ K1 if and only if r̂W (vi) ≠ 1 for every vi. Since µ̂(G) ≤ µ(G ∨ K1), we have µ̂(G) = µ(G ∨ K1) if and
only if r̂W (vi) ≠ 1 for every vi. �

Proposition 2.7. If n ≥ 4, then µ̂(Cn) = µ̂(Pn) = ⌊
2n+2

5 ⌋.

Proof. If n ≤ 8, then case analysis yields µ̂(Cn) = µ̂(Pn) = ⌊
2n+2

5 ⌋. Now let G ∈ {Pn, Cn}, and n ≥ 9. By Theorem 1.3,
µ(G ∨ K1) = ⌊

2n+2
5 ⌋ ≥ 4. Hence by Proposition 2.6, we have µ̂(G) ≥ 3. IfW is an adjacency basis of G, then for each vertex

v ∈ V (G), r̂W (v) ≠ 1, because v has at most two neighbors. Therefore by Proposition 2.6, µ̂(G) = µ̂(G∨ K1) = ⌊
2n+2

5 ⌋. �
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Proposition 2.8. If Km1,...,mt is the complete t-partite graph with r parts of size at least 2 and the other parts of size 1 andt
i=1 mi = m, then

µ̂(Km1,...,mt ) = µ(Km1,...,mt ) =


m − r − 1 if r ≠ t,
m − r if r = t.

Proof. Since diam(Km1,...,mt ) = 2, we have µ̂(Km1,...,mt ) = µ(Km1,...,mt ). Let Mi be the partite set of size mi. For 1 ≤ i ≤ r ,
all vertices of Mi are non-adjacent twins. Also, all vertices of

t
i=r+1 Mi are adjacent twins. Let xi be a fixed vertex in Mi

for 1 ≤ i ≤ r . If r = t , then by Observation 1.1, µ(Km1,...,mt ) ≥
t

i=1 mi − r . Also, the set
t

i=1 Mi \ {x1, . . . , xr} is
a resolving set for Km1,...,mt with cardinality

t
i=1 mi − r . Thus µ(Km1,...,mt ) =

t
i=1 mi − r = m − r . If r ≠ t , thent

i=r+1 Mi ≠ ∅. Let xr+1 ∈
t

i=r+1 Mi. Observation 1.1 implies that µ(Km1,...,mt ) ≥
t

i=1 mi − r − 1. On the other hand, the
set

t
i=1 Mi \ {x1, . . . , xr+1} is a resolving set for Km1,...,mt with cardinality

t
i=1 mi − r − 1 = m − r − 1. �

3. The lexicographic product of graphs

Throughout this section, G is a connected graph of order n with V (G) = {v1, . . . , vn}, and H is a graph of order m with
V (H) = {u1, . . . , um}. Therefore G[H] is a connected graph. For convenience, we denote the vertex (vi, uj) of G[H] by vij.
Note that for distinct vertices vij, vrs ∈ V (G[H]),

dG[H](vij, vrs) =

dG(vi, vr) if vi ≠ vr ,
1 if vi = vr and uj ∼ us,
2 if vi = vr and uj � us.

In other words,

dG[H](vij, vrs) =


dG(vi, vr) if vi ≠ vr ,
aH(uj, us) otherwise.

Let S be a subset of V (G[H]). The projection of S onto H is the set {uj ∈ V (H): vij ∈ S}. Also, for 1 ≤ i ≤ n, the i-th row of
G[H], denoted by Ri, is the set {vij ∈ V (G[H]): 1 ≤ j ≤ m}.

Lemma 3.1. If W ⊆ V (G[H]) is a resolving set for G[H], then W ∩ Ri resolves Ri, for 1 ≤ i ≤ n. Moreover, the projection of
W ∩ Ri onto H is an adjacency resolving set for H, for 1 ≤ i ≤ n.

Proof. Since W resolves G[H], for distinct vertices vij, viq ∈ Ri, there exists a vertex vrt ∈ W such that dG[H](vrt , vij) ≠

dG[H](vrt , viq). If r ≠ i, then dG[H](vrt , vij) = dG(vr , vi) = dG[H](vrt , viq), which is a contradiction. Therefore i = r andW ∩ Ri
resolves Ri.

Now let uj, uq ∈ V (H). SinceW ∩Ri resolves Ri, there exists a vertex vit ∈ W ∩Ri such that dG[H](vit , vij) ≠ dG[H](vit , viq).
Hence aH(ut , uj) = dG[H](vit , vij) ≠ dG[H](vit , viq) = aH(ut , uq). Consequently the projection ofW ∩Ri ontoH is an adjacency
resolving set for H . �

By Lemma 3.1, every metric basis of G[H] contains at least µ̂(H) vertices from each copy of H in G[H]. Thus the following
lower bound for µ(G[H]) is obtained.

Lemma 3.2. Let G be a connected graph of order n and H be an arbitrary graph. Then

µ(G[H]) ≥ nµ̂(H).

Theorem 3.3. Let G be a connected graph of order n and H be an arbitrary graph. If there exist two adjacency bases W1 and W2
of H such that there is no vertex with adjacency representation 1with respect toW1 and no vertex with adjacency representation
2 with respect to W2, then µ(G[H]) = µ(G[H]) = nµ̂(H).

Proof. By Lemma 3.2, we have µ(G[H]) ≥ nµ̂(H). To prove the equality, it is enough to provide a resolving set for G[H] of
size nµ̂(H). Let

S = {vij ∈ V (G[H]): vi ∈ K(G), uj ∈ W1} ∪ {vij ∈ V (G[H]): vi ∉ K(G), uj ∈ W2},

where K(G) is the set of all vertices of G in equivalence classes of type K. We show that S is a resolving set for G[H]. Let
vrt , vpq ∈ V (G[H]) \ S be two distinct vertices. The following possibilities can occur.

Case 1. r = p. Note that vrt ≠ vpq implies t ≠ q. Since W1 and W2 are adjacency resolving sets, there exist vertices
uj ∈ W1 and ul ∈ W2 such that aH(ut , uj) ≠ aH(uq, uj) and aH(ut , ul) ≠ aH(uq, ul). If vr ∈ K(G), then vrj ∈ S and
dG[H](vrt , vrj) = aH(ut , uj) ≠ aH(uq, uj) = dG[H](vpq, vrj). Similarly, if vr ∉ K(G), then vrl ∈ S and dG[H](vrt , vrl)
≠ dG[H](vpq, vrl).
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Case 2. r ≠ p and vr , vp ∈ K(G). If vr and vp are not twins, then there exists a vertex vi ∈ V (G) \ {vr , vp} that is adjacent
to only one of the vertices vr and vp. Hence for each uj ∈ W1, we have vij ∈ S and dG[H](vrt , vij) = dG(vr , vi) ≠

dG(vp, vi) = dG[H](vpq, vij). If vr and vp are twins, then vr ∼ vp, because vr , vp ∈ K(G). Since r̂W1(ut) ≠ 1, there
exists a vertex ul ∈ W1 such that aH(ut , ul) = 2. Therefore vrl ∈ S and dG[H](vrt , vrl) = aH(ut , ul) = 2. On the other
hand, dG[H](vpq, vrl) = dG(vp, vr) = 1. Thus dG[H](vrt , vrl) ≠ dG[H](vpq, vrl).

Case 3. r ≠ p, vr ∈ K(G), and vp ∉ K(G). In this case, vr and vp are not twins. Therefore there exists a vertex
vi ∈ V (G) \ {vr , vp} that is adjacent to only one of the vertices vr and vp. Let uj be a vertex of W1 ∪ W2, such
that vij ∈ S. Hence dG[H](vrt , vij) = dG(vr , vi) ≠ dG(vp, vi) = dG[H](vpq, vij).

Case 4. r ≠ p and vr , vp ∉ K(G). If vr and vp are not twins, then there exists a vertex vi ∈ V (G) \ {vr , vp} that is adjacent
to only one of the vertices vr and vp. Thus for each uj ∈ W2, we have vij ∈ S and dG[H](vrt , vij) = dG(vr , vi) ≠

dG(vp, vi) = dG[H](vpq, vij). If vr and vp are twins, then vr � vp, because vr , vp ∉ K(G). Since r̂W2(ut) ≠ 2, there
exists a vertex ul ∈ W2, such that aH(ut , ul) = 1. Therefore vrl ∈ S and dG[H](vrt , vrl) = aH(ut , ul) = 1. On the
other hand, dG[H](vpq, vrl) = dG(vp, vr) = 2, since vr and vp are non-adjacent twins in the connected G. Hence
dG[H](vrt , vrl) ≠ dG[H](vpq, vrl).

Thus rS(vrt) ≠ rS(vpq). Therefore S is a resolving set for G[H] with cardinality nµ̂(H).
Clearly, in H , for each u ∈ V (H), r̂W1(u) ≠ 2 and r̂W2(u) ≠ 1. Since µ̂(H) = µ̂(H), by interchanging the roles of W1 and

W2 for H , we conclude µ(G[H]) = nµ̂(H) = nµ̂(H). �

Example 3.4. Label C5 as [v1, . . . , v5]. Note that {v1, v2} is an adjacency basis such that there is no vertex v in C5 with
r{v1,v2}(v) = 1. Similarly, {v1, v3} is an adjacency basis such that there is no vertex v in C5 with r{v1,v3}(v) = 2. By
Theorem 3.3, µ(G[C5]) = µ(G[C5]) = 2n for every n-vertex graph G.

In the following three theorems, we obtain µ(G[H]) when H does not satisfy the assumption of Theorem 3.3.

Theorem 3.5. Let G be a connected graph of order n and H be an arbitrary graph. If for each adjacency basis W of H there exist
vertices with adjacency representations 1 and 2 with respect to W, then µ(G[H]) = µ(G[H]) = n(µ̂(H) + 1) − ι(G).

Proof. Let B be a metric basis of G[H], Ri be the i-th row of G[H], and Bi be the projection of B ∩ Ri onto H , for 1 ≤ i ≤ n. By
Lemma 3.1, the Bi’s are adjacency resolving sets for H . Therefore |B ∩ Ri| = |Bi| ≥ µ̂(H) for 1 ≤ i ≤ n.

Let I = {i: |Bi| = µ̂(H)}. We claim that |I| ≤ ι(G); otherwise by the pigeonhole principle, there exists a pair of twin
vertices vr , vp ∈ V (G) such that |Br | = |Bp| = µ̂(H). Since Br and Bp are adjacency bases of H , by the assumption there are
vertices ut and uq with adjacency representations 1 with respect to Br and Bp, respectively. Also, there are vertices u′

t and
u′
q with adjacency representations 2 with respect to Br and Bp, respectively. Hence for each u ∈ Br and u′

∈ Bp, we have
ut ∼ u, ut ′ � u, uq ∼ u′, and uq′ � u′. If vr ∼ vp, then for each vij ∈ B one of the following cases can occur.

Case 1. i ∉ {r, p}. Since vr and vp are twins, we have dG(vr , vi) = dG(vp, vi). On the other hand, dG[H](vrt , vij) = dG(vr , vi)
and dG[H](vpq, vij) = dG(vp, vi). Thus dG[H](vrt , vij) = dG[H](vpq, vij).

Case 2. i = p ≠ r . In this case, dG[H](vpq, vij) = aH(uq, uj) and dG[H](vrt , vij) = dG(vr , vi). Since vi = vp ∼ vr , we have
dG(vr , vi) = 1. On the other hand uj ∈ Bp, and hence aH(uq, uj) = 1. Therefore dG[H](vrt , vij) = dG[H](vpq, vij).

Case 3. i = r ≠ p. Similarly to the previous case, dG[H](vrt , vij) = aH(ut , uj) = 1 and dG[H](vpq, vij) = dG(vp, vi) = 1.
Consequently dG[H](vrt , vij) = dG[H](vpq, vij).

Case 4. i = p = r . In this case, dG[H](vpq, vij) = aH(uq, uj) and dG[H](vrt , vij) = aH(ut , uj). Since, uj ∈ Bp = Br , we have
aH(uq, uj) = 1 = aH(ut , uj). Thus dG[H](vrt , vij) = dG[H](vpq, vij).

Hence vr ∼ vp implies that rB(vrt) = rB(vpq), which is a contradiction. Therefore vr � vp. Since G is a connected graph,
non-adjacent twin vertices vr and vp have at least one common neighbor, and thus dG(vr , vp) = 2. Consequently, by the
same method as the case vr ∼ vp, we can see that rB(vrt ′) = rB(vpq′), which contradicts the assumption that B is a metric
basis of G[H]. Hence |I| ≤ ι(G). On the other hand, every metric basis of G[H] has at least µ̂(H) + 1 vertices in Ri, where
i ∉ I . Therefore

µ(G[H]) = |B| =

n
i=1

(B ∩ Ri) ≥ |I|µ̂(H) + (n − |I|)(µ̂(H) + 1)

= nµ̂(H) + n − |I|
≥ n(µ̂(H) + 1) − ι(G).

Now let W be an adjacency basis of H . By assumption, there exist vertices u1, u2 ∈ V (H) \ W such that u1 is adjacent to all
vertices of W and u2 is not adjacent to any vertex of W . Also, let K(G) be the set of all classes of type K, and let N(G) be the
set of all classes of G of type N in G. Choose a fixed vertex v from v∗ for each v∗

∈ N(G) ∪ K(G). We claim that the set

S = {vij ∈ V (G[H]): uj ∈ W } ∪ {vt1: vt ∈ ∪v∗∈K(G)(v
∗
\ {v})} ∪ {vt2: vt ∈ ∪v∗∈N(G)(v

∗
\ {v})}

is a resolving set for G[H]. Let vrt , vpq ∈ V (G[H]) \ S. Hence one of the following cases can occur.
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Case 1. r = p. Since W is an adjacency basis of H , there exists a vertex uj ∈ W , such that aH(uq, uj) ≠ aH(ut , uj). Therefore
dG[H](vpq, vrj) = aH(uq, uj) ≠ aH(ut , uj) = dG[H](vrt , vrj). Consequently rS(vrt) ≠ rS(vpq).

Case 2. r ≠ p and vr , vp are not twins. Hence there exists a vertex vi ∈ V (G) that is adjacent to only one of the vertices
vr and vp. Thus for each vertex uj ∈ W , dG[H](vrt , vij) = dG(vr , vi) ≠ dG(vp, vi) = dG[H](vpq, vij). This yields
rS(vrt) ≠ rS(vpq).

Case 3. vr and vp are adjacent twins. Therefore at least one of the vertices vr1 and vp1, say vr1, belongs to S. Since vrt ∉ S,
we have t ≠ 1. Hence there exists a vertex uj ∈ S such that aH(ut , uj) = 2; otherwise t = 1. Consequently
dG[H](vrt , vrj) = aH(ut , uj) = 2. On the other hand, dG[H](vpq, vrj) = dG(vp, vr) = 1, because vr ∼ vp. This gives
rS(vrt) ≠ rS(vpq).

Case 4. vr and vp are non-adjacent twins. In this case, at least one of the vertices vr2 and vp2, say vr2 belongs to S. Hence t ≠ 2
and there exists a vertex uj ∈ W , such that aH(ut , uj) = 1; otherwise t = 2. Therefore dG[H](vrt , vrj) = aH(ut , uj) =

1 ≠ 2 = dG(vp, vr) = dG[H](vpq, vrj). Thus rS(vrt) ≠ rS(vpq).

Consequently, S is a resolving set for G[H] with cardinality

|S| = nµ̂(H) + a(G) − ιK (G) + b(G) − ιN(G) = n(µ̂(H) + 1) − ι(G).

Since each adjacency basis of H is an adjacency basis of H , we conclude that H satisfies the condition of the theorem. Hence
µ(G[H]) = n(µ̂(H) + 1) − ι(G) and the proof is complete. �

Example 3.6. Let G be the complete graph Kn and label P3 as ⟨v1, v2, v3⟩. Clearly, all adjacency bases of P3 are {v1} and {v3}.
Therefore for each adjacency basis of P3 there exist vertices with adjacency representations 1 and 2. Since all vertices of Kn
are twins, ι(Kn) = 1. Hence by Theorem 3.5, µ(Kn[P3]) = µ(Kn[P3]) = 2n − 1.

Theorem 3.7. Let G be a connected graph of order n and H be an arbitrary graph. If H has the following properties

(i) for each adjacency basis of H there exists a vertex with adjacency representation 1,
(ii) there exists an adjacency basis W of H such that there is no vertex with adjacency representation 2 with respect to W,

then µ(G[H]) = nµ̂(H) + a(G) − ιK (G).

Proof. Let B be a metric basis of G[H], Ri be the i-th row of G[H], and let Bi be the projection of B ∩ Ri onto H , for 1 ≤ i ≤ n.
By Lemma 3.1, each Bi is an adjacency resolving set for H . Therefore |B ∩ Ri| = |Bi| ≥ µ̂(H) for 1 ≤ i ≤ n.

Let I = {i: |Bi| = µ̂(H)}. We claim that |I| ≤ n−a(G)+ιK (G); otherwise, by the pigeonhole principle there exist adjacent
twin vertices vr , vp ∈ V (G), such that |Br | = |Bp| = µ̂(H). Since Br and Bp are adjacency bases of H , by assumption (i) there
exist vertices ut , uq ∈ V (H) with adjacency representation 1 with respect to Br and Bp, respectively. Hence for each u ∈ Br
and each u′

∈ Bp, we have ut ∼ u, and uq ∼ u′. Since vr ∼ vp, for each vij ∈ B one of the following cases can occur.

Case 1. i ∉ {r, p}. Since vr and vp are twins, we have dG(vr , vi) = dG(vp, vi). On the other hand, dG[H](vrt , vij) = dG(vr , vi)
and dG[H](vpq, vij) = dG(vp, vi). Thus dG[H](vrt , vij) = dG[H](vpq, vij).

Case 2. i = p ≠ r . In this case, dG[H](vpq, vij) = aH(uq, uj) and dG[H](vrt , vij) = dG(vr , vi). Since vi = vp ∼ vr , we have
dG(vr , vi) = 1. On the other hand, uj ∈ Bp and hence aH(uq, uj) = 1. Therefore dG[H](vrt , vij) = dG[H](vpq, vij).

Case 3. i = r ≠ p. Similarly to the previous case, dG[H](vrt , vij) = aH(ut , uj) = 1 and dG[H](vpq, vij) = dG(vp, vi) = 1.
Consequently dG[H](vrt , vij) = dG[H](vpq, vij).

Case 4. i = p = r . In this case, dG[H](vpq, vij) = aH(uq, uj) and dG[H](vrt , vij) = aH(ut , uj). Since uj ∈ Bp = Br , we have
aH(uq, uj) = 1 = aH(ut , uj). Thus dG[H](vrt , vij) = dG[H](vpq, vij).

Hence rB(vrt) = rB(vpq), which is a contradiction. Therefore |I| ≤ n− a(G)+ ιK (G). On the other hand, every metric basis
of G[H] has at least µ̂(H) + 1 vertices in Ri, where i ∉ I . Thus

µ(G[H]) = |B| ≥ |I|µ̂(H) + (n − |I|)(µ̂(H) + 1)
= nµ̂(H) + n − |I|
≥ nµ̂(H) + a(G) − ιK (G).

Now let K(G) be the set of all classes of type K in G and v ∈ v∗ be a fixed vertex for each class v∗ of type K . Also, let
u1 ∈ V (H) \ W , such that r̂W (u1) = 1. Consider

S = {vij ∈ V (G[H]): uj ∈ W } ∪ {vt1: vt ∈ ∪v∗∈K(G)(v
∗
\ {v})}

and let vrt , vpq ∈ V (G[H]) \ S. If vr and vp are not non-adjacent twins, then as in the proof of Theorem 3.5 we have
rS(vrt) ≠ rS(vpq). Now let vr and vp be non-adjacent twin vertices of G. By assumption, there exists a vertex uj ∈ W ,
such that aH(ut , uj) = 1. Therefore dG[H](vrt , vrj) = aH(ut , uj) = 1. On the other hand, dG[H](vpq, vrj) = dG(vp, vr) = 2, since
vr and vp are non-adjacent twins in the connected graph G. Hence rS(vrt) ≠ rS(vpq). This implies that S is a resolving set for
G[H] with cardinality nµ̂(H) + a(G) − ιK (G). �
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Example 3.8. Let G be the bipartite graph Kr,s, where r + s ≥ 3 and label C3 as [v1, v2, v3]. Clearly, all adjacency bases
of C3 are {v1, v2}, {v1, v3}, and {v2, v3}. Therefore for each adjacency basis of C3 there exists a vertex with adjacency
representation 1 and no vertex with adjacency representation 2. Moreover, a(Kr,s) = 0 and ιK (Kr,s) = 0. Hence by
Theorem 3.7, µ(Kr,s[C3]) = 2(r + s).

By a similar proof, we have the following theorem.

Theorem 3.9. Let G be a connected graph of order n and H be an arbitrary graph. If H has the following properties

(i) for each adjacency basis of H there exists a vertex with adjacency representation 2,
(ii) there exists an adjacency basis W of H such that there is no vertex with adjacency representation 1 with respect to W,

then µ(G[H]) = nµ̂(H) + b(G) − ιN(G).

Example 3.10. Let G be the complete graph Kr,s, where r, s ≥ 2, and let P be the Petersen graph, the graph whose vertices
are 2-subsets of a 5-element set and whose edges are the pairs of disjoint 2-subsets. Since diam(P) = 2, µ̂(P) = µ(P) = 3.
It is easy to check that for each adjacency basis of P there exists a vertex with adjacency representation 2 and no vertex with
adjacency representation 1 in P . Moreover, b(Kr,s) = r+s and ιN(Kr,s) = 2. Hence by Theorem 3.9,µ(Kr,s[P]) = 4(r+s)−2.

Corollary 3.11. If G is a connected graph of order n that has no twin vertices, then µ(G[H]) = nµ̂(H).

Proof. The adjacency bases of H satisfy the conditions of one of Theorems 3.3, 3.5, 3.7 and 3.9. Now if G does not have any
pair of twin vertices, then ι(G) = n, ιK (G) = a(G) = 0, and ιN(G) = b(G) = 0. Therefore µ(G[H]) = nµ̂(H). �

If the adjacency dimension of a graphH is known, then by Theorems 3.3, 3.5, 3.7 and 3.9, the exact value ofµ(G[H]) of many
graphs G and H can be determined. In the following two corollaries, µ(G[H]) for some well known graphs is obtained.

Corollary 3.12. Let G = Pn, n ≥ 4 or G = Cn, n ≥ 5 and m be an integer, m ≥ 3. Then µ(G[Pm]) = µ(G[Cm]) = µ(G[Pm]) =

µ(G[Cm]) = n⌊ 2m+2
5 ⌋. Moreover,

µ(G[Km1,...,mt ]) = µ(G[Km1,...,mt ]) =


n(m − r − 1) if r ≠ t,
n(m − r) if r = t,

where m1, . . . ,mr are at least 2, mr+1 = · · · = mt = 1, and
t

i=1 mi = m.

Proof. If G = Pn, n ≥ 4 or G = Cn, n ≥ 5, then G does not have any pair of twin vertices. Thus by Corollary 3.11,µ(G[H]) =

nµ̂(H), for each graphH . In particular, by Propositions 2.3 and 2.7, µ̂(Pm) = µ̂(Cm) = µ̂(Pm) = µ̂(Cm) = ⌊
2m+2

5 ⌋. Therefore
µ(G[Pm]) = µ(G[Cm]) = µ(G[Pm]) = µ(G[Cm]) = n⌊ 2m+2

5 ⌋. Also, by Propositions 2.3 and 2.8, we have

µ(G[Km1,...,mt ]) = µ(G[Km1,...,mt ]) =


n(m − r − 1) if r ≠ t,
n(m − r) if r = t. �

Corollary 3.13. Let m, n,m1, . . . ,mt be integers such that m1, . . . ,mr are at least 2, mr+1 = · · · = mt = 1,
t

i=1 mi = m,
and n ≥ 2. Then

µ(Kn[Km1,...,mt ]) =


n(m − r) − 1 if r ≠ t,
n(m − r) if r = t.

Proof. Let H = Km1,...,mt . For each adjacency basis of H , there is no vertex of H with adjacency representation 2. If r = t ,
then for each adjacency basis of H there is no vertex of H with adjacency representation 1. Therefore by Theorem 3.3,
µ(G[H]) = nµ̂(H) for each connected graph G of order n. If r ≠ t , then for each adjacency basis of H , there exists a vertex
with adjacency representation 1. Thus by Theorem 3.7, µ(G[H]) = nµ̂(H) + a(G) − ιK (G) for each connected graph G of
order n. Therefore by Proposition 2.8, we have the desired equality. �
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